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Introduction

CNNs are considered to be spatially-agnostic. Capsule and recurrent
networks are proposed to model spatial information.

The regions determined to be most salient by CNNs tend to be near
the center of an image.

This paper examines the role of absolute position information and
reveal where position information comes from.
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Position Information in CNNs

Problem Formulation

Given an input image Im ∈ Rh×w×3, our goal is to predict a gradient-like
position information mask f̂p ∈ Rh×w where each pixel value defines the
absolute coordinates of an pixel from left → right or top → bottom.

Here are some sample position maps:
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Position Encoding Network

Position Encoding Network (PosENet) consists of fenc and fpem.

Encoder fenc : ResNet and VGG based architectures without average
pooling layer and the last layer, frozen when probing the encoding
network.

Position Encoding Module fpem: It takes features from fenc as input
and generates the desired position map.
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Experiments Setting

Datasets: Natural images from DUT-S and PASCAL-S, and
synthetic images.

Evaluation Metrics: Spearmen Correlation (SPC) and Mean Absoute
Error (MAE). Higher SPC and lower MAE mean better performance.
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Existing of Position Information

Models: VGG and ResNet based networks and PosENet without using any
pretrained model.

PosENet (VGG and ResNet) can
extract position information
from the pretrained CNN
models.

Training PosENet separately
achieves much lower scores.
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Analyzing PosENet

The PosENet used has only one convolutional layer with a kernel size of
3× 3. What about changing it?

Applying more layers in the
PosENet can improve the
readout of position information
for all the networks.

A reason could be that the
effective receptive field becomes
larger.
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Analyzing PosENet

The PosENet used has only one convolutional layer with a kernel size of
3× 3. What about changing it?

Larger kernel sizes are likely to
capture more position
information compared to smaller
sizes.

This also supports that a larger
receptive field can better resolve
position information.
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Where is tha Position Information Stored?

It is also interesting to see whether position information is equally
distributed across the layers.

VGG based PosENet with top
f pos5 features achieves higher
performance compared to
bottom features.

This is partially a result of more
feature maps, 512 vs. 64.

f pos5 achieves better results than
f pos4 , suggests that the deeper
feature contains more position
information.
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Where does Position Information Come from?

The authors believe that the padding near the border delivers position
information to learn.

The VGG16 model without zero-padding achieves much lower
performance than the default setting (padding=1) on the natural
images.

PosENet with larger padding achieves higher performance.

This is also the reason why padding is not used in previous
experiments.
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Case Study

The semantics within an image may affect the position map as shown
in Page 6.
The heatmaps of PosENet have larger content loss around the
corners, and the heatmaps of VGG and ResNet correlate more with
the semantic content.
This visualization can be used to show which regions a model focuses
on, especially in the case of ResNet.

Figure: Error heat maps of PosENet, VGG and ResNet.Presenter: Jiaru Zhang Position information in CNNs 2020.5.16 10 / 13



Zero-Padding Driven Position Information

Saliency Detection and Semantic Segmentation are two
position-dependent tasks.

VGG without padding achieves much worse results on both tasks,
which further validates the findings that zero-padding is the key
source of position information.
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Zero-Padding Driven Position Information

CNN models pretrained on these two tasks can learn more position
information than classification task.
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Conclusion

This paper shows that absolute position information is implicitly
encoded in convolutional neural networks.

These results demonstrate a fundamental property of CNNs that was
unknown to date.

Comments:

The idea is natural and the experiments are not difficult because
there is no comparison with sota methods.

Maybe it is feasible to explore more on it, e.g. doing more theoretical
analysis.
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